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Abstract

In this paper, we outline a framework for appropriate and proper usage of simulated data for biometric authentication. Currently, there are no formal guidelines concerning the use of simulated data in the biometric authentication literature. Some have suggested the usage of simulated or synthetic data while others have advised against it. Our position is that there is a place for simulation data in biometrics research but that such implementations need to meet certain requirements. To that end we describe conditions under which it is reasonable to use such data, as well as criteria for evaluating the appropriateness of a data generation methodology. This criteria is that models for generation of artificial data should be flexible, consistent and parsimonious. Along with justifying these criteria, we illustrate how simulated data might be used to evaluate a classifier.

1. Introduction

Simulated data is an artificial set of numbers which are not observed, but randomly drawn from a population with given characteristics. Simulated data allows us to work with data we do not possess. Generated data saves time and money relative to the collection of observed data, regardless of how large the data set is. However, any analysis based on the artificial data is depends implicitly on the propriety of the proposed model. To ensure proper usage of simulated data for biometric authentication, certain criteria should be satisfied. Currently there are no guidelines concerning the use of simulated data in the biometric authentication literature. Here, we present a set of robust criteria for the use of synthetic biometric data. Buetter et al. [26] discuss the current state of synthetic image usage. Although there is some controversy over the use of simulated biometric data, we think that there is a place for such data in biometrics research; however, such implementations need to be robust and conceptually grounded. The remainder of this paper is organized as follows. Section 2 contains a taxonomy of biometric data. Our criteria for appropriate use and modelling of synthetic data are outlined in Section 3. Section 4 provides an illustration of the utility and the goals of this paper. Finally we conclude with some remarks in Section 5.

2. Biometric Data

Biometrics and biometric data are ambiguous terms that can have multiple meanings depending on the audience. As a consequence, it is important to begin by specifying what we mean by data. Here biometrics refers to technologies for measuring and analyzing human body characteristics such as fingerprints, eye retinas/irises, voice patterns, facial images, and hand measurements, especially for authenticating an individual [8]. We will call those biological measurements biometric data. As stated above the term, biometric data is ambiguous and encompasses a wide range of concepts and ideas. Thus, we delineate here four types of biometric data: images, feature measurements, matching scores and decision data. Each of these four types of ‘data’ have received some attention from the biometric authentication
community. Each can be simulated/generated by computer algorithms resulting in synthetic biometrics.

- **Images** Fingerprint and other biometric devices consist of a scanning device which converts the scanned information into digital form. Technology to generate synthetic biometrics such as fingerprint, face and iris currently exists. Several examples of artificial generation of this type of data can be found in Cappelli et al. [27] or Beuttnet et al. [2] or Cui et al. [4]. Generation of such images from templates has received much attention lately, see [1, 28]

- **Feature Measurements** Feature measurements are the measurements (intereye distance, hamming codes, number of fingerprints minutiae, etc.) made on the corresponding raw images. We are currently unaware of any attempts to directly generate synthetic feature measurements though those could easily be generated from synthetic images.

- **Matching Scores** A biometric matcher produces a matching score that either indicating the “closeness” of the input feature vector with the stored template feature vector. User authentication decision is then made based on such score(s). A critical assumption is that the data generation distribution is an accurate model of how the matching scores from a particular biometric device really are distributed. Wein and Baveja provide a recent example of this in [11]. In that paper, they use gamma distributions to generate intra-person similarity matching scores and log-normal distributions to simulate inter-person matching scores.

- **Decision Data** Every biometric device is able to make its own decision according to its own feature vector. In the context of biometrics authentication, the decision data is binary – “reject or accept as a genuine user”. Schuckers [29] applied Beta-binomial synthetic decision data in his paper and did a goodness-of-fit test for to show that observed decision data followed a Beta-binomial distribution. Similarly, Schuckers et al. [30] used synthetic decision data to evaluate different confidence intervals methodologies that have been proposed for estimation of error rates.

Understanding the type of data that is being considered is crucial to determining the appropriateness of the data generation methodology.

3. **Guidelines for Using Simulated Data**

In this section, we lay out guidelines for using simulated data. The primary motivations for the use of synthetic or simulated data is a lack of observed data of a specific kind. Simulated data is capable of filling a void where more information is desired. Thus, such data can be used to test the performance of asymptotic methods on small samples, to test the scalability of systems, and to test limits of statistical methodology. All of these tests are possible with actually observed data; however, carrying out such tests are often impractical for reasons of time or money or both.

Two circumstances are worth considering here. First, when no actual data is available. In some situations, the real data is not available. But we possess some “expert knowledge” about how the real system works. We could generate artificial data based on such knowledge. Second, it is commonly the case that some actual data is available; however, either the type of data or the amount of data is lacking in some way. For example, we may want to test the performance of a particular assessment methodology but the actual data fails to display all possible parameter combinations for the methodology or other possible constraints including the need to evaluate a theoretical model in a situation where experimental test would be too costly or dangerous.

Thus, the primary impetus for using simulated data is a paucity of data of a particular type. Additionally, any simulation model should be an acceptable representation of the real system under study, [16]. And the artificially generated data should have the “appearance” of being received from the actual experiment. If inappropriate simulated data is used, the study will not produce meaningful results. Therefore, it is important to know when their usage is suitable. In what follows, we propose three criteria: flexibility, consistency and parsimony for the propriety of a simulation mechanism.

3.1. **Flexibility**

Simulated data are often drawn from a hypothetical population with stated characteristics. Such characteristics are described by parameter values or by a range of parameter values in the simulation model. In many applications of artificial data, we assume the behavior of simulated system can be explained by one or more probability density functions (pdf’s). It is important that the distributions being considered for random generation have enough parameters and that these parameters are robust enough to model the data under study. Then, the simulation study can proceed via sampling from the pdf’s [25].

3.2. **Parsimony**

The purpose of simulation is to understand the behavior of a real world process or evaluate strategies for the operation of the process. Models that are adequate descriptions of reality can save money and time. Often the real world models tend to be complex and sometimes their evaluation is not feasible or become a time consuming task, conse-
Consequently, simple mathematical models cannot be constructed to represent them. One goal of any data generation procedure should be that it is as simple as the data will allow but no simpler. This leads to a delicate balancing act. We want to represent the variation in the population with models capable of describing that variability but without extraneous and unnecessary parameters.

3.3. Consistency and Goodness-of-Fit

Having found a data generation model that is both flexible and simple, it is necessary to assess how well that model fits that data. In any good statistical approach the data analysis must mirror the data collection. Similarly, simulated data must be consistent with the behavior of the system as well as the data collection process it aims to simulate. If this is not the case, the simulation study may result in unreliable output. To validate the fitted models, an assessment as to how well the model matches any available observed data needs to be undertaken. (Clearly, if no observed data is available then assessing consistency is an impossible task.)

In the statistics literature, these methods generally fall under the heading of “Goodness-of-Fit” test, [32]. The basic idea for a goodness of fit test is that we are comparing observed data to a proposed population model usually a specific distribution or family of distributions. If the proposed population model is ‘far’, in a statistical sense, from the observed data then we reject that particular distribution as not an appropriate fit for the data. On the other hand, if the observed data is sufficiently ‘close’ then we fail to reject the proposed model and conclude that it is consistent with the observed data. Several approaches to goodness-of-fit can be found in the statistics literature including Chi-squared tests, Kolmogorov-Smirnov tests and Anderson-Darling tests. Schuckers [29] applies a goodness-of-fit test to biometric decision data. There are also graphical statistical methods for making comparisons between observed data and proposed distributions. The most popular among these is the QQ-plot or quantile-quantile plot. Daugman [31] uses such a plot to compare the distribution of match scores to a theoretical model.

4. An Illustration

In this section, we present an examples of both the appropriate uses of distribution models for generation of synthetic data as well as the utility of such methods. We demonstrate the ability to model match scores from three modalities: hand, finger and face. These models then serve as generators for the multi-modal random forest evaluation. We will use observed data from [12] to illustrate the consistency criteria we developed above. Thus, we fit models to the observed data and the goodness-of-fit is tested. This is followed by a description of a Random Forests algorithm implemented using the synthetic data.

A database of multimodal matching scores was collected at Michigan State University\(^1\). There are 500 genuine scores — 10 scores each for 50 individuals — and 12,250 imposter scores — 5 scores each for \(500 \times 499\) cross comparisons — obtained from each of three modalities: face, fingerprint and hand geometry. The details on data collection can be found in [12]. The face and hand geometry scores are distance scores while the fingerprint verification scores are similarity scores. For each of six sets, efforts are made to find the best fitted distribution. The final results are summarized as follows.

The histogram of facial image genuine matching scores (a) in Fig. 1) indicates a positively skewed distribution, with measurements from 0.00 to 106.00 in the data. More than half of the scores are less than 20.00. Since the scores are distance measurements, the lower the score, the higher the likelihood of matching. Therefore, the peak of the distribution occurs in the lower end. A log-normal distribution with density function (1) is fitted to the distribution:

\[
f(x) = \frac{1}{\sqrt{2\pi}\sigma x} e^{-\frac{(\log x - \mu)^2}{2\sigma^2}}, x \in (-\infty, \infty)
\]

where \(\mu\) and \(\sigma\) are the mean and standard deviation of the logarithm. 2.7939 and 0.7803 are the maximum likelihood estimates of the mean and standard deviation of the distribution on the log scale. The density of this fitted distribution superimposed to the histogram shows a good fit. Results for a goodness-of-fit test are given below. The histogram labelled (b) in Figure (1) shows a relatively symmetric distribution. The Weibull distribution with shape parameter \(\alpha\) and scale parameter \(\beta\) is a reasonable candidate

\(\)\(^1\) Data used with permission
The density is given by

\[ f(x) = \frac{\alpha}{\beta} \frac{x^{\alpha-1}}{\Gamma(\alpha)} e^{-\frac{x}{\beta}} \]  

for \( x > 0 \). The maximum likelihood estimates of the shape and scale parameters are 3.1627 and 127.4522, respectively. Similar graphs can be made of hand geometry distributions and the fingerprint distributions. Likewise, we can use estimation to calculate parameters for the models of the fingerprint and hand geometry population models. Note that for the hand geometry and facial match score data models with either two or three parameters were necessary and, thus, these models were both flexible and simple. (Again, a model with three parameters is relatively simple in a statistical modelling sense.) In the case of the fingerprint match score data, it was necessary to transform the genuine match scores and to fit the imposter match scores by use of a mixture of two Gaussian distributions.

To access the goodness of fit for the distributions fit to the above match score data, we first generate the empirical cumulative distribution function for each set and map it to the fitted distribution, then we carry out a statistical goodness-of-fit test.

Figure 4 shows the overlaid empirical distribution function and the population distribution. The fitted distribution is represented by dashed lines. It can be seen that the empirical distributions are all very close to the fitted distributions, providing evidence of the goodness of fit of the distributions described in Table 4 for each set. We then perform a parametric bootstrap test based on the Kolmogorov-Smirnov test statistic. And this test is an application of the Monte Carlo approach. The fitted distribution parameters are estimated from the actual data, thus we are unable to assess the fitting directly based on the Kolmogorov-Smirnov tests. The bootstrap test is performed as follows.

- Start with the null hypothesis of data coming from a population with specific distribution models obtained above and the alternative is the opposite.
- Perform a one-sample Kolmogorov-Smirnov test, compute the calculated test statistic, \( t_{\text{calc}} \).
- Generate random numbers of the same size as the actual data set from the fitted distribution.
- Perform Kolmogorov-Smirnov test see if the random sample generated in step 3 is drawn from the hypothetical distribution.
- Repeat step 3 and 4 \( N \) steps (\( N \) needs to be large) resulting in \( N \) test statistics \( t_1, t_2, \ldots, t_N \). The \( p \)-value of the bootstrap test is defined to be \( \frac{\sum_{i=1}^{N} I(t_i \geq t_{\text{calc}})}{N} \), where \( I(\ldots) = 1 \) if \( t_i \geq t_{\text{calc}} \); 0 otherwise.
- A large \( p \)-value indicates evidence in favor of the null hypothesis.

Since all of the \( p \)-values are large, we can conclude that the distribution models are consistent with the observed data. We now turn to using this simulated data to evaluate a Random Forest classification scheme.

<table>
<thead>
<tr>
<th>Modality</th>
<th>Population</th>
<th>Fitted Distribution</th>
<th>( p )-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Face</td>
<td>Genuine</td>
<td>Log-Normal</td>
<td>0.3030</td>
</tr>
<tr>
<td></td>
<td>Imposter</td>
<td>Weibull</td>
<td>0.1800</td>
</tr>
<tr>
<td>Hand Geometry</td>
<td>Genuine</td>
<td>Gamma</td>
<td>0.1640</td>
</tr>
<tr>
<td></td>
<td>Imposter</td>
<td>Log-Normal</td>
<td>0.8830</td>
</tr>
<tr>
<td>Fingerprint</td>
<td>Genuine (transformed)</td>
<td>Gamma</td>
<td>0.6960</td>
</tr>
<tr>
<td></td>
<td>Imposter</td>
<td>Truncated Mixture Normal</td>
<td>0.2010</td>
</tr>
</tbody>
</table>

Table 1. Match Score Goodness-of-Fit Test Summary

One area where the use of synthetic data is appropriate is the integrating of information from multiple modalities. The Random Forest algorithm, developed by Leo Breiman in 2001, has already been introduced in some fields due
to its encouraging predictive accuracy. However, the application of this algorithm in biometrics is still relatively new. Here, we apply the Random Forests (RF) algorithm on match score data simulated from the models described above. The purpose is to evaluate the stability of this algorithm and to see if the classifier continues to perform in the same way with different data sets.

RF is an ensemble method in the sense that instead of growing a single classification tree, we could build hundreds to thousands of trees. An improved classifier is obtained by integrating tree models in the forest. Each single tree is grown as follows [19, 21]:

- Take a bootstrap sample from the original data and the root node of the tree contains this sample instead of the original data.
- At each node of the tree, except for the terminal nodes, randomly select a subset of the variables, then the locally optimal split is based on only this feature subset. Grow the tree as large as possible with no pruning.

Every tree in a forest of N trees possesses certain classification rule. Given a new case with matching score vector \( x = \{x_1, x_2, \ldots, x_P\} \), we begin with tree 1 in the forest. The search starts from the root, the splitting rule is checked and the case is sent to one of the children node according to the rule. This is repeated until the terminal node is reached and the class label attached to the terminal node is assigned to this case. Thus, tree 1 has made its decision. Then we go to tree 2, do the same thing and find the class label for this case. Upon tried every single tree in the forest, we have N votes. The trees raise their own opinion, fight with each other and the majority wins.

The procedures for growing a single tree outlined above randomize inputs in model building. Therefore, the trees will have different looks. And the low correlation lowers the classification error rate of RF [20]. For each bootstrapped sample, about one-third of the cases are not used in the tree construction. These left-out cases are called out-of-bag (OOB) cases which are playing an important role in performance assessment.

In a random forest, there is no need for cross-validation or a separate test set to get an unbiased estimate of the test set error [21]. The OOB cases can be used as a testing set. For the \( j^{th} \) tree in the forest, put the OOB cases down the tree to get a test set classification and repeat this to all the trees. Let the final test set classification of the forest be the class having the most votes. Comparing the classification with the class label present in the data gives an estimate of the test set error rate. An unbiased estimate of the misclassification rate is thus obtained automatically and internally during the run.

1000 samples of genuine and imposter cases are created and the matching scores from each modality are random numbers generated from corresponding fitted distributions. With each simulated data, we apply random forests algorithm to obtain the misclassification error rates. The histogram of false accept rates (FAR) and false reject rates (FRR) from these 1000 simulated sets are shown in Figure 4. The FARs range from 0.001 to 0.016 with more than 80% of the rates less than 0.01. The FRRs range from 0.001 to 0.017 with at least 60% less then 0.01 meaning that RF classifier is able to correctly identify an genuine user with 99% confidence.

5. Conclusions

Simulated data, appropriately used, can be a useful research tool. It is important to know when their usage is appropriate. Here we have laid out three criteria to be used when considering artificial data. Models for data synthesis should be flexible, parsimonious and consistent with available data. We want to choose as simple a data generation models as possible while also being flexible enough to fit a range of data. When observed data is available, it is necessary to ensure that the population models are consistent with this data. Several methods are available for ensuring that a quality fit is made. Further we have illustrated the utility of such data having first ensured that our models for data generation met the criteria given here. This was done for a Random Forest classifier.
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